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ABSTRACT

A quaternary version of the back-propagation algorithm is proposed for multi-layered neu-
ral networks whose weights, threshold values, input and output signals are all quaternions.
This new algorithm can be used to learn patterns consisted of quaternions in a natural
way. An example was used to successfully test the new formulation.

1 INTRODUCTION

Recently several neural network models with two- (complex-valued) or three-dimensional
parameters have been proposed [4, 6, 7, 8, 9] and demonstrated to have the inherent
properties such as the abilities to learn 2D or 3D affine transformations [6, 8, 10, 11, 12],
and particularly the Complex-BP [6, 8] and the 3DV-BP [7] have been successfully applied
to computer vision [5, 14].

This paper presents a quaternary (four-dimensional) version of the back-propagation
algorithm (called “Quaternary-BP”), which can be applied to multi-layered neural net-
works whose weights, threshold values, input and output signals are all quaternions, where
a quaternion is a four-dimensional number and was invented by W. R. Hamilton in 1843
[2]. We expect that Quaternary-BP can be effectively used in the fields such as robotics
and computer vision in which quaternions have been found useful [1, 3]. This new algo-
rithm was applied to a simulated example on quaternary patterns. Results suggest that
the new method is superior to standard BP [13].

Section 2 presents the new Quaternary-BP algorithm. The rest of the paper presents
experimental results.

2 THE “QUATERNARY-BP” ALGORITHM

2.1 A Quaternary Neuron

There appear to be several approaches for extending the standard neural networks to
higher dimensions. One approach is to extend the number field, i.e. from real numbers
x (1 dimension), to complex numbers z = x + yi (2 dimensions; [4, 6, 8]), to quaternions
q=a+bi+cj+dk (4 dimensions), to octaves (8 dimensions), to sedenions (16 dimensions),



-+ -. Another approach is to extend the dimensionality of the weights and threshold values
from 1 dimension to n dimensions using n-dimensinal real valued vectors. Moreover, the
latter approach has two varieties : (a) weights are n-dimensional matrices [7], (b) weights
are n-dimensional vectors [9]. In this paper we use quaternions in the former approach to
extend neural networks to 4 dimensions.

A model neuron used in the Quaternary-BP algorithm is as follows. The input signals,
weights, thresholds and output signals are all quaternions. The activity A,, (analogous to
the real activity in the standard BP) of neuron n is defined to be :

A, = Z SuWam + Tn; (1)

where S,, is the quaternary input signal coming from the output of neuron m, W,,, is
the quaternary weight connecting neuron m and n, 7T, is the quaternary threshold value
of neuron n. To obtain the quaternary output signal, convert the activity value A4,, into
its four parts as follows.

A, =21+ 291 + 237 + 14k =, (2)

where 2 = 2=k = —1, ij = —ji =k, jk = —kj=1i, ki = —ik = .
The output signal f4(x) is defined to be

fa(z) = f(21) + f(@2)i + f(23)] + f(z4)E,

1
where f(fL'l) = HTP(—Q)Z)

(3)

The multiplication S,,W,,, in eqn (1) should be carefully treated, because the equa-
tion Sy Wam = WS does not hold (the non-commutative property of quternions on
multiplication), which produces two kinds of quaternary neurons: one is called “normal
quaternary neuron” which calculates A, = Y, SuWym + 15, the other is called “inverse
quaternary neuron” which calculates A, = >, WnnSm + T,.

2.2 A Quaternary Neural Network

In this subsection, we introduce the network used in the Quaternary-BP algorithm. It
has 3 layers and consists of only “normal quaternary neurons”, for the sake of simplicity.

We use wyy = wl, + wl,i + wt,j + whk € H for the weight between the input
neuron [ and the hidden neuron m (where H denotes the set of quaternions), v, =
ve 4+l i+ S j+vl k€ H for the weight between the hidden neuron m and the
output neuron n, 6, = 0% + 0%i+ 07+ 0%k € H for the threshold of the hidden
neuron m, Y, = 7%+ i + 55 + %k € H for the threshold of the output neuron n.
Let I, = I + I}i + Ifj + Ik € H denote the input signal to the input neuron [, and
let H, = H: + HYi+ H.j+ H'k € H and O, = 0% + 0% + O%j + Ok € H denote
the output signals of the hidden neuron m, and the output neuron n, respectively. Let
A, =AY+ AP+ ACj+Alk =T, —0, € H denote the error between O,, and the target

n

output signal T, = T +T% +T¢j + Tk € H of the pattern to be learned for the output
N

neuron n. We define the square error for the pattern p as E, = (1/2)Y_ | T,,—O,|*, where
3 n=1



N is the number of output neurons, |z|% \/m%+x§+x§+xi, r = z+ari+tasjt+ask € H.

2.3 The Learning Algorithm

Next, we define a learning rule for the Quaternary-BP model described above. For a
sufficiently small learning constant £ > 0, and using a steepest descent method, we can
show that the weights and the thresholds should be modified according to the following
equations.
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where Az denotes the amount of the correction of a parameter x. The above equations
(4) — (7) can be expressed as:
Avpy, = FmA7na (8)
Ay, = e{A%(1 - 0O + Al (1 — O2)Obi
+AS(1— 0905 + A(1 - 0HOUk},

Awpy = A0, (10)
Ab,, = (1— H;;)H;‘,L-Re[Z(mn@nm)]

+(1 — H. ) H? Im’[z (AYnVnm) ]

+(1 = HE ) Hp, T | 32 (MY Tom) |
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(11)

where T % 1 — 200 — 23] — 24k, Re[z] & 21, Imi [z] & f 2o, Imi[z ]d—f r3 and ImF[x ]d:ef Ty



for a quaternion x = x1 + 2ot + x3j + x4k € H.

3 SIMULATION

An example on quaternary patterns was used to compare the performance of the new
Quaternary-BP algorithm with the standard back-propagation algorithm.

We used a 1-2-1 three-layered network for the Quaternary-BP, and a 4-9-4 three-
layered network for the standard BP. Table 1 shows that their time complexities per
learning cycle are almost equal. The learning constant used in the experiment was 0.5.
The initial first, second, third and fourth parts of the weights and the thresholds were
chosen to be random real numbers between — 0.3 and + 0.3. The input data were
presented in sequence, together with the desired output, to the net as shown in Table 2.

The results of the simulation are plotted in Fig.1. The new algorithm converged in 400
iterations, whereas the original algorithm required 600. Furthermore, the space complexity
(i.e. the number of parameters) is almost one-third of that of the standard BP, as seen
in Table 1.

4 CONCLUSIONS

We have proposed a quaternary version of the back-propagation learning algorithm, where
the input signals, weights, thresholds, and output signals are all quaternions. An simple
example was used to test the presented method and it showed excellent performance.
We expect that this new algorithm has the inherent properties such as the abilities of
the Complex-BP to learn “2D affine transformation” [6, 8] and the 3DV-BP “3D affine
transformation”[12], and will demonstrate its real ability in the areas dealing with quater-
nions. The extension of the Quaternary-BP algorithm to fully connected neural networks
will be presented in a future paper.
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Figure 1: Learning Curves for the Simulation.
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Table 1 : The Computational Complexity of the Quaternary-BP and the Standard BP.
Time complexity means the sum of the four operations performed per learning cycle.
Space complexity means the sum of the parameters (weights and thresholds).

‘ Input ‘Output‘
14+i4+j+k 1
1+2i+j 42k i
24+14+25+k J
24+20+25 + 2k k

Table 2 : The Input Patterns and the Corresponding Desired Output Patterns for
the Simulation. The first component of a quaternion is given to the first component of
the input/output neuron 1, the second is the second component, the third is the third
component, and the fourth is the fourth component in the Quaternary-BP network. The
first component of a quaternion is given to the input/output neuron 1, the second is the
neuron 2, the third is the neuron 3, and the fourth is the neuron 4 in the standard BP
network.



